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❖ Overview of machine learning techniques in mass spectrometry data analysis
❖ Panel:

● Machine-learning for the proteomic masses: learning peptide properties and clustering spectra, Lukas 
Käll, Science for Life Laboratory, Stockholm

● Revolutionizing MS-based proteomics using machine learning techniques: fragmentation prediction, 
relative peptide intensity prediction, missing value imputation. Lars Jensen, University of Copenhagen

● Bayesian learning and MS big data, Sam Payne, Brigham Young University, Salt Lake City
● Machine learning applications for real-time analysis, Devin Schweppe, Harvard University

❖ Discussion

What is a learning behaviour?

Given a task T, a performance criterion C, and experience E, a system learns from E if it
becomes better at solving task T, as measured by criterion C, by exploiting the
information in E. *

We need to know:

➢ which task is going to be performed
➢ how the performance on the task is measured
➢ what kind of information is used by the system

T. Mitchell. Machine Learning. McGraw-Hill 1996

Machine Learning in Mass Spectrometry Analysis

Csordas et al. Database 2012 Perez-Riverol et al. Nucleic Acids Research 2012

Machine Learning in Mass Spectrometry Analysis

1.Doana. Metabolic Phenotyping in Personalized and Public Healthcare 2016
2.https://phosphopedia.gs.washington.edu/PhosphoproteomicsAssay/index.xhtml
3.Saeed et. al IEEE/ACM Trans Comput Biol Bionform 2018

Data is complex, noisy, non-trivial

Retention time prediction

Input: peptide sequence

Output: chromatographic 
retention time

Utility: boost statistical 
power to detect peptides



Species identification

Input: MS1 or MS2 data from a given 
sample

Output: (list of) detected species

Utility:

Shute et al. Microbiology 1984

Canonical variates analysis
Stepwise discriminant analysis

Classifying peptide-spectrum matches 

Input: a vector of features associated 
with a peptide-spectrum match

Output: Is this peptide responsible for 
generating this spectrum?

Utility: boost statistical power to detect 
peptides / proteins

Keller et al. Analytical Chemistry 2002

Phenotype / disease classification

Input: MS1 or MS2 data from an 
individual

Output: predicted phenotype

Utility: early diagnosis or disease 
prognosis

Adam et al. Cancer Research 2002

Clustering of mass spectra

Input: large collection of mass spectra

Output: cluster assignments

Utility: 

● boost statistical power to detect 
peptides

● speed up database search

Tabb et al. Analytical Chemistry
2003

Guthals et al. Molecular BioSystems 2012



MS and ML
Lukas Käll 

Royal Institute of Technology - KTH 
School of Biotechnology 

Stockholm, Sweden

http://percolator.ms 
http://kaell.org

Background on machine 
learning for MS-based 

proteomics

Identification by comparing observations to predictions
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MS-related separation techniques and their predictors

Fragmentation

Ion mobility/
FAIMS
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Ionization

Liquid 
Chromatography

Peptide 
pre-fractionation

Trypsination

Protein 
fractionation

Peptide mass fingerprinting Pappin (1993) PMID 15335725; Mann (1993) PMID 8329463; Yates (1993) PMID 8109726

Iso-electric point prediction Branca (2014) PMID 24240322

Retention time prediction Krokhin (2006) PMID 17105172; Moruz (2010) PMID 20735070; Bouwmeester (2020) bioRxiv

Proteotypic peptide prediction Malick (2007) PMID 17195840

Collisional cross section prediction Meier (2020) bioRxiv

In silico peptide mass fingerprinting Moruz (2013) PMID 24074221; Ivanov (2020) PMID 32077687

Compensation voltage prediction Aksenov (2012) PMID 22872526  

Product-ion spectrum prediction Eng (1994) PMID 24226387; Silva (2019) PMID 31077310; Gessulat (2019) PMID 31133760

Mining Repositories

• Clustering offers a nice way to condense information from prior 
experiments 
Frank et al 2008;Griss et al


• Yade yade

1 case



Quandenser: 
  Combining quantification  
  and clustering

Input: Raw-files from LFQ experiments 
Output: proteins with Pr(diff. exp.) 
Binaries: https://github.com/statisticalbiotechnology/quandenser 
Paper: The & Käll Nature Communications (in 
press)

Dr. Matthew The

Sample 2

Time

Mass / charge

MS1 features can often be retrieved across samples… 
Sample 1

Time

Mass / charge

Sample 3

Time

Mass / charge

Sample 4

Time

Mass / charge

Sample 2

Time

Mass / charge

MS1 features can often be retrieved across samples… 
Sample 1

Time

Mass / charge

Sample 3

Time

Mass / charge

Sample 4

Time

Mass / charge

… but MS2 spectra are sparse
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Clustering and Quantification

Flipping the pipeline

• No need to rediscover the same peptides for each run 

• Lowering the number of spectra 

- Enables more advanced identification strategies 

- Faster identification 

- Fewer hypothesis tests  
 
Focus on the spectra that matters!

Benefits of quantification-first



Dramatic increase in number of differentially quantified 
proteins at 5% FDR

0

650

1300

1950

2600

UPS-Yeast Bladder Cancer Liver Fibrosis

Quandenser MaxQuant/Perseus

Q
ua

nt
ifi

ed
 P

ro
te

in
s



Three problems to tackle 
with machine learning

Lars Juhl Jensen
jensenlab.org

network biology

string-db.org Szklarczyk et al., Nucleic Acids Research, 2019

data visualization

Legeay et al., F1000 Research, 2020
Doncheva et al., Journal of Proteome Research, 2019

1peptide fragmentation



fragment ion spectrum theoretical spectra

count matches assume all are equal

fragmentation is predictable

Kirik, Refsgaard & Jensen, Journal of Proteome Research, 2019



better identification

Kirik, Refsgaard & Jensen, Journal of Proteome Research, 2019

Experimental

Candidate 1

Candidate 2

Without ML With ML

better PTM localization 2peptide abundance

one protein multiple unique peptides



equal abundance different intensities

plenty of training data peptides + MS parameters

relative intensities better protein quantification



cross-sample comparison 3confounding effects

phosphoproteomics kinase motif analysis

regulation of CDK activity different growth rates
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a few common effects

affect numerous peptides in a consistent manner

many unrelated experiments dimensionality reduction



auto encoder learn effect signatures

quantify their impact residual signals

?questions



Bayesian Learning 
and MS Big Data

Samuel Payne
Brigham Young University

ASMS 2020 - Bioinformatics Interest Group

Data, Data Everywhere. Are we learning?
How can we learn from public mass spectrometry data?

“We have seen this spectrum a 
lot of times. Why do we always 
pretend to not know anything 
about it?” 
   --- Mike MacCoss

Learning from our data
What can we learn about expected
intensity from data mining?

Payne et al. 2008 
https://doi.org/10.1021/pr800129m

B ion B-PO4 ion Building your Bayes Net
Identify mutual information

More nodes is not always better

Training
Inspect (deprecated) trained on 170,000 phospho-peptide spectra (2008) to learn 
the probabilities (and joint probabilities) of fragment ion intensity

MSGF+ trained on 2.8 million spectra (2014) to learn the probabilities of fragment 
ion intensities

New Areas for Bayesian Scoring in MS id
“We have seen this spectrum a lot of times. Why do we 
always pretend to not know anything about it?” 
   --- Mike MacCoss

Spectral Library Matching (DIA or metabolomics)
- are my peak relative intensities as expected?
- how often does this peak have interference?



Lipids and Bayes Learning
Learn the fragment ions
Learn their intensity, relative intensity

Kyle et al. 2017 
https://doi.org/10.1093/bioinformatics/btx046

New Areas for Bayesian Scoring
Protein Inference =? Bayesian Inference

- Do peptide intensities within a protein have a reliable relationship?

- Do we need to learn for each tissue or cell line?
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